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Abstract

The problem of simultaneous estimation and model selection, when the number of parameters increases with sample size, has received much attention in recent literature. Most of the existing results have focused on likelihood-based methods and hence are not robust to model misspecifications. This talk introduces disparity based inference for non-linear regression problems when the dimension of the parameter space is fixed and when it increases with the sample size. It will be shown that the disparity based estimators are both robust and asymptotically efficient at the true model. As a corollary it will follow that, when the dimension of the parameter space increases with the sample size, appropriately regularized disparity estimators will possess an oracle property. The proofs rely on new uniform L1-consistency results for kernel density estimators and large deviations of minimum disparity estimators. Extensions that yield robust and asymptotically efficient posterior inference in the context of Bayesian inference will also be presented.